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Purpose

▶ Design a process that will data mine social media streams and index that data 

in a database. Input that data into IBM Watson’s Personality Insights and use 

the results to train a machine learning algorithm to do personality analysis 

based on the Five Factor Model: Openness, Conscientiousness, Extroversion, 

Agreeableness, and Neuroticism (OCEAN).



Requirements
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Data Mining

▶ Extract Data From Twitter

▶ Twitter API Limits (450 requests / 15 minutes )

▶ Efficiently uses API calls

▶ Can run multiple copies of script

▶ Very low resource cost

▶ Store user files for analysis (usr_id.txt)

https://drive.google.com/file/d/1Oc4WWlINQk3OQKYpGdaEq9UltCrV7_BP/view




Database Administration

▶ Data

▶ Amazon Reviews

▶ Parsing

▶ Processing

▶ Issues

▶ Platforms





GloVe



Global Vectors for Word Representation (GloVe)

Word-word co-occurrence probabilities are used to encode 

semantic meaning into feature vectors:



Global Vectors for Word Representation (GloVe)

▶ Possibility of replacing randomly generated vectors in 

machine to achieve better results

▶ Machine can also train vectors directly -> Consider 

using GloVe as an optional module 





Machine Learning



Choice - Convolutional Neural Network

▶ Ultimately decided that the CNN was the best use tool to fulfill our 

requirements

▶ Based on approach described in “Deep Learning-Based Document Modeling for 

Detection from Text” by Navonil Majumder, et al. 

▶ Employs word2vec technology same as GP solution

Word vectorization -> Sentence Vectorization -> Document Vectorization -> Sigmoid Activation -> 

Classify



Mairesse Features 

▶ Acts a secondary input to the CNN (appended to sentence vectors)  

▶ Utilizes Linguistic Inquiry Word Count and MRC (Medical Research Council) 

Psycholinguistic database to score phrasing in text

▶ Then processes it through a WEKA model based on four different modes

● 1 = Linear Regression

● 2 = M5’ Model Tree

● 3 = M5’ Regression Tree

● 4 = Support Vector Machine with Linear Kernel 

▶ Output for each trait is based on a score from 1 to 7 





Problems Overcame 

▶ 104 hours to train network on all five traits using 2400 essays

▶ Classification ----> Regression

Remaining Issues

▶ CNN implementation only usable on NVIDIA graphics card

▶ Theano (framework CNN written in) utilizes unspoken mechanics 

▶ Rewrite CNN to do prediction easily (use classification as a test) 



Outcome #1: Convergence for Regression 

▶ Model never converges on loss function and Watson’s output is not 

approximated (unlikely that we will know the absolute cause). 

▶ PDF’s can still be calculated from Watson data that is generated

▶ Mairesse Data, CNN classification, Watson data is what we have

Outcome #2: Non-Convergence for Regression 

▶ Gradient for loss function converges and CNN approximates Watsons output

▶ PDF’s can be calculated on CNN data. Regression data can be generated for 

new samples and added to final compilation
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Questions? 


